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Selecting and tracking
multiple objects
Jason M. Scimeca1∗ and Steven L. Franconeri2

When interacting with the world, people can dynamically split attention across
multiple objects in the environment, both when the objects are stationary and when
the objects are moving. This type of visual processing is commonly studied in lab
settings using either static selection tasks or moving tracking tasks. We describe
performance limits that are common to both tasks, including limits on capacity,
crowding, visual hemifield arrangement, and speed. Because these shared limits on
performance suggest common underlying mechanisms, we examine a set of models
that might account for limits across both. We also review cognitive neuroscience
data relevant to these limits, which can provide constraints on the set of models.
Finally, we examine performance limits that are unique to tracking tasks, such as
trajectory encoding, and identity encoding. We argue that a complete model of
multiple object tracking must account for both those limits shared between static
selection and dynamic tracking, as well as limits unique to tracking. It must also
provide neurally plausible mechanisms for the underlying processing resources.
© 2014 John Wiley & Sons, Ltd.
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INTRODUCTION

When navigating through the world, we fre-
quently feel that we split our attention across

multiple objects in the environment. In static scenes
or displays, we might decide which of two apples is
larger, or compare separate parts of a diagram. In
dynamic scenes, we feel that we watch multiple cars
when we cross the street, or that we can simultane-
ously monitor multiple children at the playground.
We also track multiple objects in constructed displays,
such as dynamic depictions of patterns in data,1,2 or
air-traffic control systems.3 How many objects can
we attend to at once? Is the number fixed or does it
vary for different situations? When objects move, is it
harder to maintain our attention on them, especially
as they move faster?

There are many experimental tasks used to
address these questions in the lab. In this review, we
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will consider parallels between two classes of tasks
that have previously been considered largely indepen-
dently. One class incorporates tasks that use static
displays, which we will refer to as multiple object
selection (MOS) tasks. The second class has explored
divided attention abilities in dynamic displays filled
with moving objects, which we will refer to as multiple
object tracking (MOT) tasks. These tasks have served
as well-controlled ‘toy worlds’ that allow the isolated
study of a fundamental mechanism within the spatial
attention processing system, and results from each of
these tasks have helped to provide answers to many of
our questions related to splitting attention.

For both types of task, various manipulations of
display presentation, stimulus dimensions, and task
demands impact an observer’s performance. Under-
standing how these factors constrain performance is
critical to a complete model of MOT. In the first half
of this article, we highlight performance limits that are
shared between MOS and MOT because these simi-
larities imply shared underlying mechanisms. We then
discuss a set of models that might account for these
shared constraints. In the second half of this article, we
review cognitive neuroscience models of the brain net-
works that support performance in static selection and
dynamic tracking. Finally, we review two performance
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constraints imposed by the unique dynamic nature of
tracking tasks: limited encoding of trajectory informa-
tion and limited encoding of property information.

PERFORMANCE LIMITS: MOS TASKS

A large literature shows that an attentional ‘spotlight’
can select specific aspects of the visual world, includ-
ing specific locations. This selection process amplifies
information from the attended area, relative to unat-
tended area (see Ref 4 for review). Although early
work assumed a single spotlight of attention (e.g.,
Ref 5), it is now assumed that spatial attention can
be split to select multiple noncontiguous locations.6–9

MOS tasks typically demand that participants select
and attend to spatial locations and report on some
aspect of stimuli that are presented in the monitored
locations (Figure 1, first row). For example, when
participants are asked to report the identity of objects
flashed in the visual field, they are better able to
identify objects that appear in two attended locations
compared with objects that appear in the intervening
space between the locations.6

Figure 2 depicts many of the performance limita-
tions on the splitting of attention across noncontigu-
ous locations. For example, some studies attempt to
measure the maximum number of independent loca-
tions that can be selected at once. Observers are cued
to a subset of locations within a display, before pre-
senting a search display consisting of a full set (e.g.,
a grid) of locations. While one such study suggested
that observers could select subsets of up to five items,10

subset sizes larger than five items were not tested.
More recent work has shown that people can select
up to 7–8 locations at once.11 Such high performance
levels were only possible when locations were spaced
out across the visual field, allowing for coarser spec-
ification of each individual location. When attended
locations were crowded more closely to each other,
requiring precise specification of each location, the

Cue Task

Multiple object selection (MOS):
Observer selectively processes

information (e.g. letter identities) at
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Multiple object tracking (MOT):
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FIGURE 1 | Multiple object selection (MOS) and multiple object
tracking (MOT).

capacity of selection was about 2–3 locations. This
effect of close spacing impairs performance both when
targets are crowded near each other as well as when
they are crowded near distractor items.12,13

The capacity of MOS is also constrained by the
locations of attended objects relative to the vertical
visual hemifield boundary. When attended locations
fall within a single hemifield, capacity is lower than
when the locations straddle the hemifield boundary
(Figure 2). This effect has been seen across a variety
of experimental paradigms such as letter identification
and orientation discrimination tasks.6,14–16

PERFORMANCE LIMITS: MOT TASKS

MOT tasks are similar to multiple selection tasks,
except that the selected objects move. Observers are
less likely to be asked to encode featural informa-
tion about the objects, which are typically depicted
as a homogeneous set of circles or boxes. Instead,
observers are typically challenged to remember which
objects were originally designated as targets, by track-
ing their locations dynamically over time. The task is
similar to the game played by street magicians who
hide a ‘target’ ball under one of three cups, quickly
shuffle the cups around, and then ask the observer to
indicate the cup that contains the target object. The
difference is that laboratory MOT tasks require track-
ing of multiple targets—as many as eight.

Targets are typically designated by briefly chang-
ing color before the trial, leaving the other items desig-
nated as ‘distractors’ (Figure 1, second row). The items
move about the screen for several seconds before com-
ing to a stop, and then performance is measured by
having participants indicate which target items they
were tracking. Because the distractor items typically
move through the space intervening the target items,
accurate performance in this task requires the observer
to select only the target objects and not the intervening
space or objects.

The performance limits shown in Figure 2 are
as relevant for MOT as they were for static MOS.
For capacity, the first studies of MOT suggested that
participants could track four or five items at once (e.g.,
Refs 17–19). This limit was historically consistent
with other results suggesting a ‘magical number 4’ in
visual cognition,20,21 but see also Ref 22 and other
cognitive systems.23

But again, more recent studies have shown that
capacity in object tracking tasks is not necessarily fixed
at four or five objects but instead can reach up to seven
or eight objects at once.24 Like in static selection tasks,
dynamic tracking performance is also strongly affected
by crowding—how closely the objects in the display

© 2014 John Wiley & Sons, Ltd.



WIREs Cognitive Science Selecting and tracking multiple objects

Performance limits Candidate processing resources

Easier

Performance drops when selecting or

tracking a larger number of targets

Tight spacing leads

to crowding

Confusion, mutual

target inhibition

Anatomical bounds

eliminate crowding

Independent

spotlights?

Independent shape

systems?

More speed = shape

updating difficulty

More speed =

outdated positions

More speed = more

crowding instances

Performance drops for faster targets

Performance drops when targets are in

the same hemifield, or quadrant

Performance drops when targets are

packed more closely together

More precise

locations required

Shape collapse

Spotlight cannot keep

up with targets

Shape too complex

C
a
p
a
c
it
y

C
ro

w
d
in

g
H

e
m

if
ie

ld
s

S
p
e
e
d

Harder Spatial Temporal Shape

– – –

–

–
– –

––

–
–

– –

–
–

–

–

–

–

–

–

–

–

–
–

–

–

–

– –

–

–

–

–

–

+
+

+

+

+

+

+

+

+

+

+ ?

+
+

FIGURE 2 | Performance limits and possible underlying processing resources.

are spaced. Moving the objects closer together leads
to lower tracking capacity, relative to when objects
are more loosely spaced.17,25–27 Again in parallel to
static selection tasks, dynamic tracking capacity is
also constrained by the locations of objects relative
to the visual hemifield boundary. Tracking objects
within the same visual hemisphere leads to worse
performance relative to tracking objects in different
hemispheres.28 This performance benefit occurs across
both the vertical and horizontal midlines.29

Dynamic displays also bring limits that are not
measureable in selection tasks that use static displays.
Most saliently, tracking capacity is affected by the
speed at which the objects travel. There are very
fast speeds where observers can track only a single
object, and extremely slow speeds where observers can

track up to eight objects.24 There are additional limits
on performance that are relevant only to dynamic
tracking tasks, including trajectory extrapolation and
identity encoding, and these unique limitations are
discussed in a separate section below. First, we will
outline three models of the roots of these processing
resource limits, and discuss how these models might
account for the limits related to crowding, capacity,
hemifield placement, and object speed, for both static
and dynamic tasks.

WHERE DO THESE PERFORMANCE
LIMITATIONS COME FROM?

The common limits on performance in these tasks
suggest a common underlying mechanism. Here we
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review three classes of limited processing resources
that might underlie many of these performance limits
seen in selecting and tracking multiple objects. The
first class is a set of spatial limitations within the cor-
tical maps that represent selection regions within the
visual field. The second class is a set of temporal lim-
itations on some processing resource that shifts over
time among tracked objects. The third class assumes
that tracking relies on the shape recognition system,
treating a set of static or moving objects as vertices
in a polygon—and that limitations in this system
underlie the performance limits discussed so far.

Spatial Limits
The first paper to introduce the MOT paradigm18 also
suggested that the mechanism underlying tracking was
a parallel set of object location pointers (called ‘FIN-
STs’) that automatically shifted to follow objects when
they moved. These pointers reference only the object’s
location, allowing the visual system to mark, attend,
track, or count the objects within the selected set. We
take this mechanism to be a higher-level description of
what is now known as an attentional priority map,30

a cortical representation that marks a set of locations
in the visual field for enhanced processing.

We have recently proposed that a set of known
properties of such maps can explain all of the limita-
tions on MOS and MOT discussed so far—capacity,
crowding, hemifield, and speed limits in MOT tasks.
The spatial interference account31 suggests that
because regions of spatial selection tend to merge
with17,32 or inhibit13–15,33–36 other regions as they are
pushed closer together, this damages a person’s ability
to isolate target locations from distractor locations.

The third column of Figure 2 depicts how these
constraints might account for the performance limits
shared between static selection and dynamic track-
ing. The capacity limit comes from squeezing more
selection regions into a visual field of fixed size. The
crowding limit is similar, and stems from squeezing
the same number of selection regions into a smaller
region of the visual field, and squeezing distractor
items dangerously close to selection markers for tar-
gets. The hemifield benefit stems from the ability of
the anatomical hemifield boundary to block the com-
petitive effects of close spacing.37 This account gives
a surprising explanation for why more objects can be
tracked when they move more slowly—and it has little
to do with tracking impairment from speed increases,
per se. Instead, when objects move more quickly there
are more instances where objects might interfere with
each other due to changes in their spacing. When these
interference instances were equated across different

speeds, speed no longer showed evidence of drawing
on limited tracking resources.25,31

This account is not without controversy, and
some argue that the tradeoffs between capacity and
speed are better explained by more abstract process-
ing resource limitations.38–40 Future work is needed
to test the predictions of this model and the underly-
ing mechanisms. The magnitude of this spatial inter-
ference is fairly well studied in static displays, but
less understood in dynamic displays. Quickly mov-
ing objects may rely on larger receptive fields, which
may lead to less precise position representations.24,41

In order to explain all results from tracking tasks, this
account may also have to specify that the interference
reach through entire visual hemifields. For example,
some models of the principles underlying visual atten-
tion networks specify that adding more ‘targets’ (more
activation bumps in the cortical map) leads to a weak-
ening of all bumps, and thus a more noisy representa-
tion and lower performance (42; see also Ref 43 for a
similar model of visual working memory).

Temporal Limits
Although there is evidence for parallel operation
across multiple objects in both MOS6–9 and MOT,44,45

an alternative model is that tracking involves an
attentional spotlight that engages in serial shifts
between objects.46,47 In this model, the position of
a tracked object can only be updated when some
resource-limited process (anthropomorphized in the
fourth column of Figure 2 as a physical spotlight) oper-
ates on that particular object.

Studies using change detection and similar
paradigms have reported a limit on the speed at which
the attentional system can select locations. In a change
detection task where observers monitored two loca-
tions, one in each hemifield, for a briefly flashed target
stimulus, performance at each location fluctuated
with a rhythm of 4 Hz, and the two rhythms were in
antiphase.48 This pattern is consistent with a sampling
rate of 8 Hz. A similar limit is observed even when
attention is focused on a single target: when observers
monitor a single location for a target, psychometric
modeling suggested a 7 Hz sampling rate.49 Similarly,
Holcombe and Chen46 argued that splitting attention
between multiple moving objects reduces the temporal
resolution of attention. Observers tracked objects that
rotated in concentric rings; on each ring a single tar-
get object was intermixed between visually identical
distractor objects. By varying the rotational speed of
the rings and the number of distractor objects on each
ring, they estimated that the temporal resolution of
tracking was about 7 Hz when tracking one target,
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but fell to 4 Hz when tracking two targets, and 2.6 Hz
when tracking three targets.

In the serial switching model, the ‘spotlight’ must
cycle through the target objects, and the limit on the
speed of this cycle could underlie many of the pro-
cessing limits of MOS and MOT. The fourth column
of Figure 2 shows how this switching limit relates to
different performance limits. With an increased num-
ber of targets, the attentional spotlight must cycle
between more objects, allowing more time to pass
between indexing the location of any one target and
returning to that location. When the attentional spot-
light returns to this location, it must find the near-
est object and update the location index. Increasing
the speed or the number of targets will increase the
uncertainty and error in this updating process, and
have a negative impact on performance. Increasing
both the speed and number of target objects should
result in an over-additive impairment on performance.
The hemifield effect is attributed to attentional spot-
lights that are independent for each hemifield. Because
the crowding limits are spatial in their essence, they
are most likely captured by the known spatial lim-
itations discussed in the previous section. Neverthe-
less, Figure 2 depicts a temporal framing of this limit,
focused on the increasing need for spatial precision
when the temporal resource is strained.

Shapes
One intriguing alternative processing resource is the
visual system’s shape recognition system. Tracking
multiple objects might require encoding the com-
plex polygon created by the locations of the tracked
targets.19 As the targets move, the shape of the poly-
gon morphs. The fifth column of Figure 2 depicts how
this shape system might account for performance lim-
its in MOS and MOT. Limits on tracking capacity
might stem from the maximum number of vertices
that could be robustly stored as a shape (performance
is high at least up to 4–5 objects). Although this is
a plausible and falsifiable model, surprisingly little
research has tested it. This account could even explain
other tracking effects with minor extensions. Crowd-
ing objects together might make shapes smaller and
harder to distinguish, and may cause vertex represen-
tations to ‘slip’ from a target position to a distractor
position. Various aspects of shape encoding or main-
tenance that operate more efficiently across hemifields
than within hemifields could explain the hemifield
effect. The tradeoff between capacity and speed could
stem from more complex shapes (needed when asking
a viewer to track more objects), requiring more time
to update or consolidate when objects move. While we

consider this account a viable potential mechanism for
tracking, the predictions of this model remain unex-
plored. For example, when an observer’s shape mem-
ory is loaded to capacity, performance on both static
selection and dynamic tracking tasks should suffer.

Which Mechanism Best Explains
Performance Limits?
Each of the potential processing limits outlined above
give plausible explanations for the performance limits
that are shared by static selection and dynamic track-
ing tasks. Many of the model extensions we have pro-
posed above have yet to be explicitly tested, and we
hope that future behavioral work will provide empir-
ical tests of these extensions. We suggest that any
model of MOT will benefit from considering those per-
formance limitations shared with static selection. An
advantage of the spatial and shape models is that the
parallel processing inherent in these models more par-
simoniously captures the limits shared between static
selection and dynamic tracking. Indeed, the spatial
interference model was motivated by the similarity in
performance limits observed in MOS and MOT.

The limit due to crowding is likely due to spatial
factors, which are well studied in the domain of static
selection and are easy to extrapolate to the domain of
dynamic tracking. Explaining the other performance
limits remains is more challenging, and it will take time
to reach a consensus. Under the spatial model, other
performance limits are extensions of the underlying
interference seen in crowding effects. Competing mod-
els introduce new factors: The temporal model sug-
gests that the capacity limit arises because spotlights
must visit more locations per unit of time, and the
shape model suggests that capacity limits are reached
when the underlying shape becomes too complex for
the shape recognition system.

The models also differ in their explanation of
the hemifield effect: tracking is known to be largely
independent in the left and right sides of a display,
when the observer strictly fixates the center. The
spatial model accounts for this effect with a reminder
that the hemifield boundary is known to minimize the
effects of crowding. The temporal and shape models
must posit new resources (either spotlights or shape
systems) that are independent for each hemifield.
The models differ most starkly in their explanation
of limits due to speed. The spatial model argues
that this limit derives simply because faster moving
objects results in more instances of crowding and
spatial interference. In contrast, the temporal and
shape models argue that faster moving objects tax
a higher-level processing resource: either the rate at
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which the spotlight can accurately alternate between
target locations, or the rate at which the shape
recognition system can update shape representations.

COGNITIVE NEUROSCIENCE OF MOT

Any model of these tasks should consider how their
underlying mechanisms might be implemented in the
brain. We turn our attention to cognitive neuroscience
research on the neural systems linking selection and
tracking—what can the brain tell us about the rela-
tionship between MOS and MOT? Functional neu-
roimaging points to a network of involved brain
regions, some shared between these two tasks and
some unique to MOT. In fMRI studies, MOT tasks
consistently activate a broad dorsal network includ-
ing areas in posterior parietal cortex and areas in
frontal cortex.50–52 One study contrasted a condi-
tion where observers tracked moving targets versus a
condition where they simply selected static targets.53

Their analysis revealed the posterior intraparietal sul-
cus was implicated in both selection and tracking.
This region has previously been linked to visual work-
ing memory.21,54 Furthermore, they found that object
tracking was associated with increased activity in area
MT+, parietal areas (posterior and anterior intra-
parietal sulcus and superior parietal lobule), and the
frontal eye fields in frontal cortex.

These regions appear to be dissociable in their
response to manipulations of various MOT task com-
ponents. For example, activation in posterior pari-
etal cortex correlates with increases in the number
of targets but not increases in the speed at which
the objects move, whereas activation in frontal eye
fields correlates with increases in both target number
and rotational speed.55 Although this work has identi-
fied regions that contribute to tracking, further work
should seek to reveal the process specificity and rep-
resentational content of these areas. The recruitment
of this fronto-parietal network is consistent with pos-
sible roles for these regions suggested in the broader
literature on attention: posterior parietal cortex may
be involved in allocating and maintaining the spatial
indices or spotlights; while frontal eye fields may be
involved in suppressing eye movements or in maintain-
ing a certain level of attentional precision.53,55

Research using electrophysiology and
event-related potentials (ERP) provides further con-
straints on models of MOT. Evidence from ERPs
suggest that a similar neural substrate may underlie
visual working memory and MOT: across ERP studies,
the contralateral delay activity (CDA) component has
been shown to track visual working memory load56,57

and MOT load.58–60 A recent study using an electro-
physiological measure of visual processing in early
visual areas found that enhanced processing in these
areas was correlated with tracking performance.45

The relative magnitude of this enhancement was sim-
ilar across a manipulation of set size, suggesting that
attention was equally allocated to all of the tracked
targets regardless of set size. The magnitude of the
effect was also similar to effects reported in selection
tasks, consistent with a common selection mechanism
for static and moving displays.

LIMITS ON PROPERTY ENCODING
UNIQUE TO TRACKING TASKS:
TRAJECTORIES AND
VISUAL FEATURES

Trajectories
Motion is the defining property that makes MOT
distinct from MOS tasks. In the real world, moving
objects often travel in predictable ways—when a bird
flies behind a tree, we expect it to emerge from behind
the other side. Do we make use of such trajectory
information when tracking multiple objects?

Past work has tested this idea by testing for
motion extrapolation during disruptions in tracking
tasks. One example is the blanking paradigm, where of
the objects disappear and then reappear after a short
delay, either in the location extrapolated from their
initial motion or at the same location that they dis-
appeared, either via sudden disappearance (Figure 3,
second row), or gradual occlusion and disocclusion
(Figure 3, third row). In both types of study, tracking
impairment is worse when objects reappear at loca-
tions further away from their original locations.61–63

Although these experiments did not find evi-
dence that trajectory encoding was useful for track-
ing through occlusion, there is evidence that observers
may use trajectory information in certain conditions.
When asked, observers can explicitly report the direc-
tion of motion of objects,64,65 but only when tracking
one or two objects. When objects are given an inter-
nal texture that moves in a conflicting direction with
the object’s motion (Figure 3, fourth row), tracking
is impaired.66 There appears to be a capacity limit
on trajectory encoding: there is evidence that tracking
through occlusion may benefit from trajectory infor-
mation when the tracking load is sufficiently low.67,68

In one study, objects either moved in a straight line and
only changed direction when they reached the edge
of the screen, or changed directions randomly and
unpredictably. There was no difference in tracking per-
formance between the two conditions when observers

© 2014 John Wiley & Sons, Ltd.
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FIGURE 3 | Does tracking use trajectory information?

tracked four objects, but performance was lower in the
unpredictable condition when observers tracked only
two objects, again suggesting the possibility of extrap-
olation, but only for 1–2 objects.69

Visual Features
Experiments in the ‘visual short-term memory’ liter-
ature show that observers can detect identity changes
to a display, with typical capacity estimates of around
3–4 objects (e.g., Ref 20; cf. Ref 22). But when objects
change positions, matching identities to objects can
be a challenge in such tasks.70 The challenge is no
smaller in MOT tasks, where motion has devastat-
ing consequences for an observer who attempts to
remember who is who.

When objects are briefly given unique identities
at the start of a tracking task (e.g., via unique numbers
or pictures; Figure 4, second row), and then these
identities are masked during the motion phase of the
task, observers can tell which objects were targets but
have little idea about which identity corresponded to
which object.71–73 The number of items that can be
tracked in this manner is rather small: one study used
a similar design with uniquely colored objects and
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FIGURE 4 | Does tracking maintain property information?

estimated a capacity of only two identities that could
be tracked at once, and another found a range between
1.4 and 2.6.72 Intriguingly, this performance limit also
seems to be modulated by visual hemifield, with one
study reporting that capacity increases slightly when
targets are split across visual hemifields.74

In summary, there appears to be some ability to
match identities with moving objects, but this ability
is as capacity limited as the ability to extrapolate
the motion path of an object—a maximum of two
objects at a time. Why is the limit on identity encod-
ing more severe than the capacity limit on tracking?
One possibility is that binding is required between
separate maps that represent identity (‘what’) and
location (‘where’).72,75–77 If such bindings require the
unitary focus of the attentional spotlight, as predicted
by some general models of attention77 as well as a
model of tracking that focuses on this issue,76 then
it makes sense that this ability should be limited to
one object. Or perhaps up to two when the objects
stay in separate visual hemifields, which may contain
separable maps of both ‘what’ and ‘where’.75

CONCLUSIONS AND
FUTURE DIRECTIONS

Various limits constrain people’s ability to allocate
attention to multiple objects in tasks involving static
selection or dynamic tracking. We have outlined limits
on capacity, crowding, hemifield modulations of these
limits, object speed, and encoding of object trajectory
and featural identities. Many of these limits are shared
between MOS and MOT tasks, although models of
MOT do not typically address this similarity explicitly.
In this article, we have discussed several models that
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might underlie the shared limits on these tasks—a par-
simonious model must account for both shared perfor-
mance limits and those unique to tracking tasks.

We hope that cognitive neuroscience data will
provide important constraints, and novel predictions,
for these models. It is critical that proposals for
mechanisms underlying the performance limitations
in these tasks go beyond circular declarations of

‘resource limitations’, to provide a biologically plausi-
ble mechanistic explanation. For example, the spatial
interference account links performance limits in MOT
and MOS to competition in cortical maps of external
space.75 A better understanding of the core cognitive
processes and neural systems involved in both static
selection and dynamic tracking will lead to a more
complete model of MOT.
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