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Sounds facilitate visual localization on the basis of spa-
tial coincidence. For example, a sound coming from the 
location of a visual target facilitates its detection (see, e.g., 
Bolognini, Frassinetti, Serino, & Làdavas, 2005; Driver 
& Spence, 1998; Stein, Meredith, Huneycutt, & McDade, 
1989). A sound also facilitates visual localization on the 
basis of temporal coincidence when a visual target has 
unique dynamics (compared with distractors) and a sound 
is synchronized to the target’s dynamics (Van der Burg, 
Olivers, Bronkhorst, & Theeuwes, 2008).

In addition to these well-established spatial and tem-
poral auditory–visual interactions, neuroimaging results 
suggest that auditory–visual interactions also occur in an 
object-specific manner in polysensory areas in the tempo-
ral cortex (see, e.g., Beauchamp, Argall, Bodurka, Duyn, 
& Martin, 2004; Beauchamp, Lee, Argall, & Martin, 2004; 
Molholm, Ritter, Javitt, & Foxe, 2004; von Kriegstein, 
Kleinschmidt, Sterzer, & Giraud, 2005). It is therefore 
possible that feedback from polysensory areas to visual 
areas could speed visual processing in an object-specific 
manner. Consistent with this possibility, behavioral re-
sponses to target objects are faster when the target object 
(e.g., a cat) is presented together with its characteristic 
sound (e.g., a “meow” sound) for recognizing the visual 
target (Molholm et al., 2004) and for localizing the target 
among distractor objects (Iordanescu, Guzman-Martinez, 
Grabowecky, & Suzuki, 2008).

Because these studies used manual responses (via key-
presses), however, it was not possible to directly demon-
strate that characteristic sounds facilitated perception of 
the target object. Manual response times include additional 
processes, such as confirming the identity of the target ob-
ject, mapping the perceptual decision to an arbitrarily de-
fined motor response, and executing the motor response. 
The present study was designed to circumvent these con-
founds associated with manual responses in order to more 
directly demonstrate that hearing a characteristic sound of 
an object facilitates its visual localization.

We used saccades as the mode of response in the con-
text of visual search. Because people naturally look at 
objects of interest, asking participants to quickly fixate 
targets does not require an arbitrary response mapping. 
We measured the time it took for participants to saccade 
to the target object. It has been shown that even when a 
target location is known, it typically takes 150–350 msec 
(averaging 200–250 msec) to initiate a saccade (see, e.g., 
Darrien, Herd, Starling, Rosenberg, & Morrison, 2001; 
Yang, Bucci, & Kapoula, 2002). Thus, if we could obtain 
significant speeding of saccades by characteristic sounds 
for fast saccadic responses ( 250 msec), we could rea-
sonably conclude that characteristic sounds rapidly fa-
cilitate the process of target selection during the initial 
engagement of attention. Furthermore, the result would 
provide an upper estimate of how rapidly object-based 
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appeared synchronously with the onset of one of the two types of 
sounds, target consistent or distractor consistent, or with no sound. 
Participants were instructed to look at the target as quickly as pos-
sible. As soon as the left eye-gaze position reached the 4.03º  4.03º 
region of the target, the visual display was terminated, and the sac-
cadic search time (measured from the onset of the search display) 
was recorded.

RESULTS

Saccadic search time was significantly faster in the 
 target-consistent condition (M  480 msec) than in 

auditory–visual neural interactions (potentially mediated 
by temporal polysensory areas) influence the retinotopic 
visual processing required for target localization.

METHOD

Participants
Sixteen undergraduate students at Northwestern University gave 

informed consent to participate for partial course credit. They all had 
normal or corrected-to-normal visual acuity, had normal hearing, 
and were tested individually in a normally lit room.

Stimuli
Each search display (see Figure 1A for an example) contained 

eight colored pictures of common objects (each confined within a 
5.14º  5.11º rectangular region). The centers of the eight pictures 
were placed along an approximate isoacuity ellipse (20º horizon-
tal  15º vertical, an aspect ratio based on Rovamo & Virsu, 1979). 
One of these pictures was the target, and the remaining pictures were 
the distractors. Search stimuli (some with backgrounds) and their 
characteristic sounds were selected from a set of 20 objects (bike, 
bird, car, cat, clock, coins, dog, door, running faucet, keys, kiss, 
lighter, mosquito, phone, piano, stapler, lightning, toilet, train, and 
wine glass; see Iordanescu et al., 2008, for the full set of images). 
We avoided inclusion of objects with similar characteristic sounds 
(e.g., keys and coins) within the same search display. The durations 
of characteristic sounds varied because of differences in their natural 
durations (M  862 msec, SD  451; all sounds  1,500 msec). 
These heterogeneities should not have affected our measurement 
of auditory–visual interactions, however, because our design was 
fully counterbalanced (see below). The sounds were clearly audible 
(~70 dB SPL), presented via two loudspeakers, one on each side of 
the display monitor; the sounds carried no information about the 
target’s location.

On each trial, the sound was consistent with the target object (tar-
get consistent), consistent with a distractor object (distractor con-
sistent), or absent (no sound). In the distractor-consistent condition, 
the relevant distractor object was always presented in the quadrant 
diagonally opposite the target across the fixation marker, so that any 
potential cross-modal enhancement of the distractor did not direct 
attention near the target. Within a block of 60 trials, each of the 20 
sounds was presented once as the target-consistent sound and once as 
the distractor-consistent sound (with sounds absent in the remaining 
20 trials), and each picture was presented as the target once in each 
of the three sound conditions. This counterbalancing ensured that 
any facilitative effect of target-consistent sounds would be attribut-
able to the sounds’ associations with the visual targets, rather than to 
the properties of the pictures or the sounds themselves. Aside from 
these constraints, the objects were randomly selected and placed on 
each trial. Each participant was tested in four blocks of 60 trials. Ten 
practice trials were given prior to the experimental trials.

The stimuli were displayed on a color CRT monitor (1,024  
768 pixels) with a 60-Hz refresh rate, and the experiment was con-
trolled by a Sony VAIO computer using MATLAB (The MathWorks, 
Inc., Natick, MA) and PsychToolbox software (Brainard, 1997; Pelli, 
1997). An EyeLink 1000 Tower Mount eyetracker (1000-Hz sam-
pling rate and 0.25º spatial resolution) with a combined chin- and 
forehead rest was used to monitor eye movements and to stabilize 
the viewing distance at 81 cm. Onsets and offsets of saccades were 
detected using the EyeLink software, which uses saccade-detection 
criteria that are based on thresholds for eye-position shift (0.1º), ve-
locity (30 deg/sec), and acceleration (8,000 deg/sec) in conjunction 
with the general algorithm described in Stampe (1993).

Procedure
Participants looked at a central circle (1º radius) to begin each 

trial. The name of the current target (e.g., cat) was presented aurally 
at the beginning of each trial. After 2,000 msec, the search display 
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Figure 1. (A) An example of a search display; participants fix-
ated the specified target object as quickly as possible. (B) Sac-
cadic search times when a search display was presented simul-
taneously with a characteristic sound of the target object (target 
consistent), with a characteristic sound of a distractor object (dis-
tractor consistent), or with no sound. The error bars represent 

1 standard error of the mean (adjusted to be appropriate for 
the within-subjects design of the experiment).
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both the distractor-consistent condition (M  541 msec) 
[t(15)  2.967, p  .01, d  0.742]1 and the no-sound 
condition (M  521 msec) [t(15)  4.113, p  .001, d  
1.028]; saccadic search time did not differ between the 
distractor-consistent and no-sound conditions [t(15)  
1.203, n.s., d  0.301] (Figure 1B). Playing the target ob-
ject’s characteristic sound thus speeded eye movements to 
the target in visual search.

We determined how rapidly characteristic sounds fa-
cilitated target selection by computing the proportion of 
saccadic search times in 5-msec bins and determining 
the earliest bin at which the target-consistent condition 
produced a significantly greater cumulative proportion 
than the distractor-consistent and no-sound conditions. 
For example, if the cumulative proportion for the target-
 consistent condition significantly exceeded those for 
the distractor-consistent and no-sound conditions at the 
50th cumulative bin, that would indicate that the target-
 consistent sounds significantly increased the proportion of 
search times that were 250 msec and faster. We would then 
make a conservative inference that the target- consistent 
sounds facilitated visual search within 250 msec.

As is shown in Figure 2A, the cumulative proportion 
of fast saccadic search times was greater in the target-
 consistent condition than in both the distractor-consistent 
and no-sound conditions, and the distributions do not dif-
fer between the distractor-consistent and no-sound condi-
tions; note that the vertical separations in the initial rising 
portions of the distributions are difficult to discern due to 
the steep slopes.

To more clearly illustrate how rapidly the object-
 specific auditory–visual interactions emerged over time, 
we plotted the difference between the distribution for the 
target-consistent condition and those for the distractor-
consistent and no-sound conditions. The advantages for 
target-consistent sounds over distractor-consistent sounds 
(Figure 2B) and those for target-consistent sounds over 
no sound (Figure 2C) both rose rapidly after 190 msec. To 
determine how rapidly the advantages became statistically 
significant, we computed confidence limits using a boot-
strapping method. Under the null hypothesis, saccadic 
search times from all three conditions would come from 
the same distribution for each participant. To estimate the 
extent of condition effects expected from sampling error 
(under the null hypothesis), we combined data from the 
three conditions into one saccadic search time distribution 
and randomly sampled from that distribution to simulate 
the data for the three conditions for each participant. We 
then pooled the simulated data from all participants in 
exactly the same way that we pooled the actual data, as 
shown in Figures 2B and 2C. We repeated this procedure 
5,000 times to compute the 2.5th and 97.5th percentile 
points, which are shown as the lower and upper limits of 
the 95% confidence intervals (the gray regions) in Fig-
ures 2B and 2C. The details of this bootstrapping analysis 
are provided in the Appendix. The advantages of target-
consistent sounds over distractor-consistent sounds and 
over no sound exceeded the 95% confidence limits at the 
latencies of 220 and 215 msec, respectively.
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Figure 2. (A) Cumulative distributions of saccadic search 
times for trials with target-consistent sounds (thick solid curve), 
distractor-consistent sounds (thin solid curve), and no sound 
(thin dashed curve). (B) The difference between the cumulative 
distribution for trials with target-consistent sounds and the cu-
mulative distribution for trials with distractor-consistent sounds. 
(C) The difference between the cumulative distribution for trials 
with target- consistent sounds and the cumulative distribution for 
trials with no sound. In B and C, the translucent gray regions 
indicate the 95% confidence limits (see the main text and the Ap-
pendix for details).
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Watanabe, 1992), the locus of the cross-modal effect in 
our study might have been the prefrontal cortex; how-
ever, object selectivity in the prefrontal cortex might be 
too weak (see, e.g., Warden & Miller, 2007) to guide the 
search mechanisms to specific objects. Moreover, be-
cause responses of prefrontal neurons are task dependent 
(see, e.g., Asaad, Rainer, & Miller, 2000; Rainer, Asaad, 
& Miller, 1998), it is unclear how their responses would 
be affected by the characteristic sounds in our study, in 
which the sounds were task irrelevant in that they were 
uninformative of target location and were consistent with 
target identity only one third of the time. Alternatively, a 
target-specific auditory–visual enhancement might arise 
from a combination of top-down sensitization and cross-
modal interaction. For example, a top-down signal, likely 
from the prefrontal cortex (see, e.g., Desimone & Duncan, 
1995; Duncan, 2001; Miller & Cohen, 2001; Reynolds 
& Chelazzi, 2004), could sensitize visual representations 
of the target object, and a target-consistent sound would 
cross-modally boost activation of this sensitized repre-
sentation. A distractor-consistent sound would have little 
effect, because the corresponding visual representation 
would not be sensitized by the top-down signal. The locus 
of the sensitized representation might be visual object-
processing areas or polysensory areas in the temporal lobe 
(see, e.g., Amedi, von Kriegstein, van Atteveldt, Beau-
champ, & Naumer, 2005; Beauchamp, Argall, et al., 2004; 
Beauchamp, Lee, et al., 2004).

For a characteristic sound to influence saccadic latency 
and trajectory, the complex auditory signal must be pro-

To find converging evidence for the rapid influences 
of object-based auditory–visual interactions, we also 
analyzed the impact of characteristic sounds on the tra-
jectory of initial saccades (defined as the first saccade 
that the participant made following the onset of a search 
display). We determined whether target-consistent sounds 
guided initial saccades toward the target compared with 
distractor- consistent sounds and with no sound. We quan-
tified the degree to which an initial saccade moved the 
eyes toward the target by computing the projection of its 
vector on the axis determined by the fixation point and the 
target. A larger positive value would indicate that the eyes 
initially moved closer to the target, and a larger negative 
value would indicate that the eyes initially moved farther 
away from the target. If a target-consistent sound had an 
impact on the direction of the initial saccade, the projec-
tion value should be significantly greater in the target-
 consistent condition than in the no-sound condition. Be-
cause a distractor-consistent sound was always associated 
with the distractor placed diagonally opposite the target, if 
a distractor-consistent sound had an impact on the direc-
tion of the initial saccade, the projection value should be 
significantly smaller in the distractor-consistent condition 
than in the no-sound condition.

The average projection values were positive for all con-
ditions, indicating that an initial saccade moved the eyes 
toward the target overall. The projection value was sig-
nificantly greater in the target-consistent condition than in 
both the no-sound [t(15)  2.912, p  .02, d  0.728] and 
distractor-consistent [t(15)  3.740, p  .002, d  0.935] 
conditions, whereas the projection values were not signifi-
cantly different between the distractor-consistent and no-
sound conditions [t(15)  1.137, n.s., d  0.284]. Thus, 
target-consistent sounds guided initial saccades toward 
the targets, whereas distractor-consistent sounds had no 
significant impact on the trajectory of initial saccades.

DISCUSSION

We investigated how quickly people looked at a target 
object presented among distractor objects when a sound 
characteristic of the target object, a sound characteristic 
of a distractor object, or no sound was presented concur-
rently with the search display. All of our measures—mean 
saccadic search times (Figure 1B), cumulative distribu-
tions of saccadic search times (Figure 2), and trajecto-
ries of initial saccades (Figure 3)—provided converging 
evidence, indicating that playing a characteristic sound of 
a target object guides and speeds saccades to the target, 
whereas playing a sound associated with a distractor has 
little impact.

The lack of a measurable effect of distractor-consistent 
sounds in this study is consistent with previous results 
(see, e.g., Iordanescu et al., 2008; Molholm et al., 2004; 
von Kriegstein et al., 2005), suggesting that object-based 
 auditory–visual enhancements occur in a goal-directed 
manner. Because neurons in the prefrontal cortex selec-
tively respond to task-relevant stimuli (see, e.g., Duncan, 
2001; Miller & Cohen, 2001), and some neurons there 
respond to both auditory and visual stimuli (see, e.g., 
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Figure 3. Average projections of initial-saccade vectors in the 
target direction when a search display was presented simultane-
ously with a characteristic sound of the target object (target con-
sistent), with a characteristic sound of a distractor object (distrac-
tor consistent), or with no sound. A larger positive value indicates 
that the initial saccade moved the eyes closer to the target (see the 
main text for details). The error bars represent 1 standard error 
of the mean (adjusted to be appropriate for the within- subjects 
design of the experiment).
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NOTE

1. Each effect size was computed by dividing the mean difference 
by the standard deviation of the difference scores, consistent with the 
within-subjects design of our experiment.

cessed at the level of encoding sounds of common ob-
jects, the auditory and visual processing must interact at 
the level of object-based processing (potentially in tem-
poral polysensory areas or the prefrontal cortex), and then 
feedback interactions must enhance the retinotopic rep-
resentation of the target object to facilitate an eye move-
ment to it. These processes would be time consuming 
if they proceeded serially. An electroencephalographic 
study examining auditory–visual interactions in visual 
object recognition showed that a characteristic sound 
(e.g., a “moo” sound presented with a picture of a cow) 
enhanced a visual- selection-related ERP signal within 
210–300 msec (Molholm et al., 2004). The fact that we 
demonstrated the effect of target-consistent sounds on 
saccades within 215–220 msec suggests that object-based 
auditory–visual interactions influence behavior as rapidly 
as they modulate an ERP correlate. The rapid impact of 
characteristic sounds on saccades is even more impres-
sive if one considers the fact that eye movements to even 
a single predictable target take 150–350 msec (see, e.g., 
Darrien et al., 2001; Yang et al., 2002). Our results are thus 
consistent with the emerging view that sensory process-
ing is fundamentally multimodal, with cross-modal neural 
interactions influencing all levels of sensory processing, 
including those that were traditionally thought to be uni-
modal (see, e.g., Kayser & Logothetis, 2007; Schroeder & 
Foxe, 2005; Sperdin, Cappe, & Murray, 2010).
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APPENDIX 
Bootstrapping Analysis of Cumulative Distributions of Saccadic Search Times

In order to determine how rapidly characteristic sounds facilitated saccades to target objects, we compared 
the cumulative saccadic search time distribution for the target-consistent condition with those for the distractor-
consistent and no-sound conditions.

Comparing cumulative distributions neither imposes limits on temporal resolution (beyond the measurement 
error) nor introduces a potential artifact of bin size. A general disadvantage of using cumulative distributions 
is that beyond the earliest point at which distributions for different conditions diverge, subsequent differences 
are difficult to interpret because they include earlier differences. Thus, cumulative distributions would not be 
suitable, for example, for determining whether saccadic search times differ among conditions for a specific time 
interval (say, between 400 and 500 msec). However, cumulative distributions are ideal for determining the earli-
est time point at which saccadic search time distributions from different conditions begin to diverge.

To statistically evaluate the distribution differences, we computed confidence intervals. Note that it would be 
inappropriate to compute confidence intervals in a conventional way, on the basis of the interparticipant variabil-
ity at each time point. Although the overall shape of a probability distribution is free to vary, different time points 
along each distribution are “yoked.” For example, if values in the lower half of the distribution are frequent, 
values in the upper half of the distribution must be infrequent. Consequently, it would be inappropriate to assume 
that each time point contributes an independent source of variability when comparing probability distributions. 
We thus evaluated the experimental differences in the distribution shapes between the target-consistent condition 
and the distractor-consistent and no-sound conditions against the range of random differences expected under 
the null hypothesis, using a bootstrapping method.

For each participant, we combined all of his or her saccadic search times into a single distribution, assuming the 
null hypothesis that the sound conditions made no difference. We then randomly sampled from this distribution 
(with replacement) as many times as the number of saccadic search times in each condition, to simulate the dis-
tribution of the participant’s saccadic search times for each of the three sound conditions under the null hypothe-
sis. We converted these simulated saccadic search time distributions into cumulative distributions. We then com-
puted the differences between these simulated cumulative distributions, one between the simulated distributions  
for the target-consistent and distractor-consistent conditions, and the other between the simulated distributions for  
the target-consistent and no-sound conditions. These two difference distributions were calculated for all par-
ticipants and were then averaged across participants to generate a pair of average difference-distribution curves 
(expected under the null hypothesis) comparable to those shown in Figures 2B and 2C.

To estimate the confidence limits on the variability of these difference distributions under the null hypothesis, 
we repeated the above procedure 5,000 times, yielding 5,000 simulated average difference distributions of each 
type (i.e., target-consistent condition minus distractor-consistent condition, or target-consistent condition minus 
no-sound condition). The 97.5th and 2.5th percentile values of these simulated distributions were used as the 
upper and lower limits of our 95% confidence intervals.
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